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1 Supplementary Material

1.1 Algorithm Parameters

The choice of free parameters for SVHN, Shoes and CelebA of Deep Deblur and Deep
Deblur with Slack are given in Table 1 and 2.

Dataset λ γ Steps(t) Step Size Random
Restarts

SVHN 0.01 0.01 6,000 0.01exp−
t

1000 10
CelebA 0.01 0.01 10,000 0.01exp−

t
1000 10

Shoes 0.01 0.01 10,000 0.01exp−
t

1000 10
Table 1: Deep Deblur Parameters.

Dataset τ ζ ρ Steps(t) Step
Size

Random
Restarts

CelebA 100 0.5 10−3 10,000 0.005
(adam)

10

Shoes 100 0.5 10−3 10,000 0.005
(adam)

10

Table 2: Deep Deblur with Slack Parameters.

Both algorithms were implemented in Tensorflow and the code will be made publicly
available.

2 Generative Models
The generative model of SVHN images is a trained VAE with the network architecture de-
scribed in Table 3. The dimension of the latent space of VAE is fixed at 100, and training is
carried out on SVHN with a batch size of 1500, and a learning rate of 10−5 using the Adam
optimizer. After training, the decoder part is extracted as the desired generative model GI .

* The authors contributed equally.
c© 2019. The copyright of this document resides with its authors.

It may be distributed unchanged freely in print or electronic forms.



2 ASIM, FAHAD, ALI: BLIND IMAGE DECONVOLUTION USING GENERATIVE PRIORS

Model Architectures
Model Encoder Decoder

Blur VAE
conv(20, 2×2, 1)→ relu→ maxpool(2×2, 2)
→ conv(20, 2×2, 1)→ relu→ maxpool(2×2,

2)→ fc(50), fc(50)→ zk

zk → fc(720)→ relu→ reshape→
upsample(2×2)→ convT(20, 2×2, 1)→ relu
→ upsample(2×2)→ convT(20, 2×2, 1)→

relu→ convT(1, 2×2, 1)→ relu

SVHN VAE
conv(128, 2×2, 2)→ batch-norm→ relu→
conv(256, 2×2, 2)→ batch-norm→ relu→
conv(512, 2×2, 2)→ batch-norm→ relu→

fc(100), fc(100)→ zi

zi → fc(8192)→ reshape→ convT(512, 2×2, 2)
→ batch-norm→ relu→ convT(256, 2×2, 2)→

batch-norm→ relu→ convT(128, 2×2, 2)→
batch-norm→ relu→ conv(3, 1×1, 1)→

sigmoid

Table 3: Architectures for VAEs used for Blur and SVHN. Here, conv(m,n,s) represents
convolutional layer with m filters of size n and stride s. Similarly, convT represents trans-
posed convolution layer. Maxpool(n,m) represents a max pooling layer with stride m and
pool size of n. Finally, fc(m) represents a fully connected layer of size m. The decoder is
designed to be a mirror reflection of the encoder in each case.

For CelebA and Shoes dataset, the generative model GI is the default deep convolutional
generative adversarial network (DCGAN)[1].

The generative model of motion blur dataset is a trained VAE with the network archi-
tecture given in Table 3. This VAE is trained using Adam optimizer with latent dimension
50, batch size 5, and learning rate 10−5. After training, the decoder part is extracted as the
desired generative model GK.
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(a) y (b) iDP (c) iOH (d) iDF (e) iEP (f) iCNN (g) iDeGAN (h) îDD (i) irange (j) îDDS (k) i
Figure 1: Comparison of image deblurring on CelebA for Deep Deblur and Deep Deblur with Slack
with baseline methods. Deblurring results of Deep Deblur with Slack, îDDS, are superior than all other
baseline methods, especially under large blurs. Deblurred images of DeblurGAN, iDeGAN, although
sharp, deviate from the original images, i, whereas Deep Deblur with Slack tends to agree better with
the groundtruth.
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(a) y (b) iDP (c) iOH (d) iDF (e) iEP (f) iCNN (g) iDGAN (h) î1 (i) irange (j) i
Figure 2: Comparison of image deblurring on SVHN for Deep Deblur with baseline methods. De-
blurring results of Deep Deblur, îDD, are superior than all other baseline methods, especially under
large blurs. Better results of Deep Deblur on SVHN are explained by the close proximity between
range images irange and original groundtruth images i.
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(a) y (b) iDP (c) iOH (d) iDF (e) iEP (f) iCNN (g) iDGAN (h) î1 (i) irange (j) î2 (k) i
Figure 3: Comparison of image deblurring on Shoes for Deep Deblur and Deep Deblur with Slack
with baseline methods.
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(a) Blurry (b) Deblurred (c) New Sample (d) Blurry (e) Deblurred (f) New Sample
Figure 4: Image deblurring results using PGGAN as generator GI . New samples, generated by GI ,
were blurred, and Deep Deblur was used to deblur these blurry images.


